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For the Hamming space H = (Z/27)", find a code C C H with maximal dimension
that detects errors on d bits.

Given a metric space (X, d), find the maximal number of disjoint spheres of radius t
we can pack into X.




For the Hamming space H = (Z/27)", find a code C C H with maximal dimension
that detects errors on d bits.

m Consider the subspace of (Z/2Z)* consisting of bit strings of even weight.

Explicitly, C = {[0000], [1111], [1100], [0011], [1010], [0101], [1001], [0110]}.

If an error occurs on one bit, the contaminated bit string will no longer lie in C.

Recall a notion of distance for two bit strings x and y, d(x, y) = weight (x — y).
Bit string in C are spaced apart.

The minimum distance between two points in Cis 2
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For the Hamming space H = (Z/2Z)", find a code C C H with maximal dimension
that detects errors on d bits.

m Consider the subspace of (Z/2Z)* consisting of bit strings of even weight.

m Explicitly, C = {[0000], [1111],[1100], [0011],[1010], [0101],[1001], [0110]}.
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Classical Code and Sphere Packing

Question (Classical Code)
For the Hamming space H= (Z/27Z)", find a code C C H with maximal dimension
that detects errors on d bits.

m Consider the subspace of (Z/27)* consisting of bit strings of even weight.
Explicitly, C = {[0000], [1111], [1100], [0011], [1010], [0101], [1001], [0110]}.

m If an error occurs on one bit, the contaminated bit string will no longer lie in C.

m Recall a notion of distance for two bit strings x and y, d(x,y) = weight (x — y).
m Bit string in C are spaced apart.

m The minimum distance between two points in C is 2.

Question (Classical Sphere Packing)

Given a metric space (X, d), find the maximal number of disjoint spheres of radius t
we can pack into X.

Ruochuan Xu University of Chicago

Quantum Error Detection and Convexr Geometry



Given a metric space (X, d), find the maximal number of disjoint spheres of diameter
D we can pack into X.




Given a metric space (X, d), find the maximal number of disjoint spheres of diameter
D we can pack into X.

m For a discrete space, it is intuitive and often practical to consider a graph metric




Given a metric space (X, d), find the maximal number of disjoint spheres of diameter
D we can pack into X.

m For a discrete space, it is intuitive and often practical to consider a graph metric

m When the metric is integer-valued, packing spheres of radius t is equivalent to
finding a minimum distance set with distance 2t + 1




Given a metric space (X, d), find the maximal number of disjoint spheres of diameter
D we can pack into X.

m For a discrete space, it is intuitive and often practical to consider a graph metric

m When the metric is integer-valued, packing spheres of radius t is equivalent to
finding a minimum distance set with distance 2t + 1

m For Z2 equipped with the “texicab” metric, this is a packing of spheres of radius
1, or equivalently, a minimum distance set of distance 3.

|
T L




Given a space of errors £ on a Hilbert space H = C", find a code C C H with maximal
dimension such that C detects £.
intersection.

Given n points in Euclidean space RY, find a maximal partition of the n points into r
disjoint subsets such that the convex hull spanned by each subset has a common
The convex hulls of V4

Vm ¢

nd
where ' € [0, 1] and Zi‘f" =1

consists of points of the form >, 8'v;,
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Given a space of errors € on a Hilbert space H = C", find a code C C H with maximal
dimension such that C detects £.

Given n points in Euclidean space RY, find a maximal partition of the n points into r
disjoint subsets such that the convex hull spanned by each subset has a common
intersection.




dimension such that C detects £.

Given a space of errors £ on a Hilbert space H = C", find a code C C H with maximal
intersection.

Given n points in Euclidean space R?, find a maximal partition of the n points into r
where 87 € [0,1] and Y, 8/ =1

disjoint subsets such that the convex hull spanned by each subset has a common
m The convex hulls of vy,

., Vm € RY consists of points of the form Z:ll Bv;,
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For a space spanned by d commuting errors £ = span{l, Ey, ..., E4}, on n-dimensional
Hilbert space C", there exists a code C with dimension [ 7] that detects £.

For any set of n points in d-dimensional Euclidean space ]
conv(Yy)N

d
! ) R
the n points into r (ﬁ disjoint subsets Y1,. ..,
~~Nconv(Yy) 0

there exists a partition of
Y, such that
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For a space spanned by d commuting errors £ = span{l, Ey, ..., E4}, on n-dimensional
Hilbert space C", there exists a code C with dimension [ 7] that detects £.

For any set of n points in d-dimensional Euclidean space RY, there exists a partition of
the n points into r = [#1 disjoint subsets Y1, ..., Y, such that

conv(Y1)N---Nconv(Yy) # 0.




A code C C H can detect an error E if the associated projection P¢ satisfies

PcEP¢ = ePp

for some € € C.




A code C C H can detect an error E if the associated projection P¢ satisfies

PCEP: = ePe
for some € € C.

m Equivalently, E|¢) = e |¢) + |1/1J-> for all |[¢) € C , where |1/)J-> 1cC.

Error detection goes as follows

Perform a Boolean measurement i.e. ask a YES or NO question: Is the state
E|v) inside C?

If YES, then the state after measurement is

b
uncontaminated.

, and we recovered it

If NO, then we detect an error, and the state after measurement lies in C
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A code C C H can detect an error E if the associated projection P¢ satisfies
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for some € € C.
m Equivalently, E|¢) = e |¢) + |1/)J-> for all |[¢) € C , where |1,Z)J-> 1cC.
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If C C H can detect both E and F, then it can also detect any linear combination of
them.

The error detection condition can be eqiuvalently formulated using a set of
orthonormal basis {|;)} for C:

1. (ilE|p)) =0 i#j 2. (i E|lvi) = e(E) Vi
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If C C H can detect both E and F, then it can also detect any linear combination of
them.
] PcEPc = €(E)Pc and PcFPC = G(F)Pc

» = Pe(aE+ fF)Pc = (ac(E) + Be(F))Pe

orthonormal basis {|;)} for C:

The error detection condition can be eqiuvalently formulated using a set of
1. (¢ilElypj) = 0

[i== Jj

2

Vil Elvi) = e(E)
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If C C H can detect both E and F, then it can also detect any linear combination of
them.
] PcEPc = €(E)Pc and PcFPC = G(F)Pc
m = Pc(aE+ BF)Pc = (ae(E) + Be(F))Pc
The error detection condition can be eqiuvalently formulated using a set of
orthonormal basis {|1;)} for C:
L (il Elepj) =0 i

(YilElypi) = e(E) Vi
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If C C H can detect both E and F, then it can also detect any linear combination of
them.
] PcEPc = €(E)Pc and PcFPC = G(F)Pc
m = Pc(aE+ BF)Pc = (ae(E) + Be(F))Pc
The error detection condition can be eqiuvalently formulated using a set of
orthonormal basis {|1;)} for C:
L (il Elepj) =0 i

(il Elpi) = e(E) Vi
m Recall the condition E|¢) = €|i) + |¢1) for all [¢) € C
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If C C H can detect both E and F, then it can also detect any linear combination of
them.
] PcEPc = €(E)Pc and PcFPC = G(F)Pc
m = Pc(aE+ BF)Pc = (ae(E) + Be(F))Pc
The error detection condition can be eqiuvalently formulated using a set of
orthonormal basis {|1;)} for C:
L (il Elepj) =0 i

(il Elpi) = e(E) Vi
m Recall the condition E|¢) = €|i) + |¢1) for all [¢) € C
m Call (3j|EJy);) the slope of E w.r.t |¢;)

.r. i)-
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m Consider H = C?"*1, E€ M,(C), E= E*
m Label the real eigenvalues of E in increasing order as
A n§>\ mlS"'S/\o(
|

- < /\n 1< An
Denote the eigenstate with eigenvalue Ay as |k). Consider forming a state as a
linear combination of eigenstates.

If we choose basis elements {|1x)} for C each as a linear combination of |k) and
|I) for distinct pairs {k, [}, then we satisfy the 1st condition for error detection
(wrp |Elbr) = (o (K| + B (I)E(a|k) + B|1)

= (' (K| 4+ B {]) (e k) + BN D) =0 {K, I} #{k 1T}
Need to satisfy the 2nd condition

(Yw| Elpur) = e

v{k, I}
For k < I, let |¢y) = a|k) + B|), Then

for some ¢

(Vi Elprr) = (o (k| + 8" (INE (e |k) + B 1))
= |a| A+ 18] %N

= Ja| 2N+ (1= | 2N € [, M
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m Consider H = C?"*1, E€ M,(C), E= E*

m Label the real eigenvalues of E in increasing order as

)\—nSA—n+1 O Y . P VI I
linear combination of eigenstates.

m Denote the eigenstate with eigenvalue Ay as |k). Consider forming a state as a

m If we choose basis elements {|1y)} for C each as a linear combination of |k) and

(bprp | Elpia) = (o (K| + B (I')E(cr|k) + B11))

|l for distinct pairs {k, I}, then we satisfy the 1st condition for error detection
m Need to satisfy the 2nd condition

(Ywl Elowr) = e
m For k < I, let |¢y) = a|k) + B |I), Then

= (' (K| 4+ B {]) (e k) + BN D) =0 {K, I} #{k 1T}
V{k, I}

for some ¢

(ol Elvo) = (@ (k| + B* (1)E [k + B D)
= |a| A+ 18] %N
= |a| A+ (1 = |a] 2\ € M Al
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m Consider H = C?"*1, E€ M,(C), E= E*

m Label the real eigenvalues of E in increasing order as

)\—nSA—n+1 O Y . P VI I
linear combination of eigenstates.

m Denote the eigenstate with eigenvalue g as |k). Consider forming a state as a

prp |Elpig) = (o (K| + B () E(a|K) +

)
)

D)
= (' (K| 4+ B ) (e |ky + BN ) =0 {K, I} #{k ]}

If we choose basis elements {|1x)} for C each as a linear combination of |k) and
|l) for distinct pairs {k, I}, then we satisfy the 1st condition for error detection

D
Need to satisfy the 2nd condition

(| Elbig) = e
For k < I, let |¢) = a|k) + B |l), Then

for some ¢
l'k/‘E‘l kl) = ((l

(k| 4+ B*()E(a|k)y + B|]))
= |a| A+ 18] %N
= Ja| 2N+ (1= | 2N € [, M
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m Consider H = C?"*1, E€ M,(C), E= E*

m Label the real eigenvalues of E in increasing order as
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linear combination of eigenstates.

m Denote the eigenstate with eigenvalue g as |k). Consider forming a state as a

(wr | Eltpia) = (o' (K| + B (T)E(a[K) + B11))

m If we choose basis elements {|t))} for C each as a linear combination of |k) and

|l for distinct pairs {k, [}, then we satisfy the 1st condition for error detection
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m Consider H = C?"*1, E€ M,(C), E= E*

m Label the real eigenvalues of E in increasing order as

)\—nSA—n+1 < S A S A1 S
linear combination of eigenstates.

m Denote the eigenstate with eigenvalue g as |k). Consider forming a state as a

(Wwr |Elw) = (o (K| + B (I)E(a|k) + B1D)

m If we choose basis elements {|t))} for C each as a linear combination of |k) and
m Need to satisfy the 2nd condition

|l for distinct pairs {k, [}, then we satisfy the 1st condition for error detection

(Yuil Eltbi) = €

= (& (K[ + 8" (I]) (@ |k) + BN ) =0 {K,I'}# {k I}
m For k < I, let |¢px) = a|k) + B|f), Then

V{k,I} for some e

(Yu| Elpu) = (o (k| + B* (NE(ex k) + B1)
=lal® X+ 812N
=a|2Ak+ (1= |a] )N € Ao All
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m We have (¢i|E|vw) € [Aks Al]
m Choose € = )\

¥Yn)=Qnp n 3.1
Aop — A Ao I
Yn l,\r*z\n 1|1=n)+B,_1|n—1)
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m We have (¢i|E|vw) € [Aks Al]
m Choose € = )¢
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m We have (| Eltu) € [k, Al]
m Choose € = \g

[n)=an|—n)+Bnln)
Apn — )\l—n -

[on 1) =ean A1) B 1101
m The coefficients ay, Bk can be chosen appropriately such that
(Ul Elvw) = X0 Yk
mdimC=n+1 dmH =2n+1
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m We have (| Eltu) € [k, Al]
m Choose € = \g

[¥m)=anl =)+l
Apn — )\l—n -

m The coefficients ay, Bk can be chosen appropriately such that
mdimC=n+1

(Yl Elp) = Ao
dmH =2n+1

Vk

e — A1 — An
|'¢’n—1>:o‘n—1|1_")+Bn—1|"_1>
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& =span {/, E}
m Consider & = span {/, E;
m Let E:= (F,

such that E\m = Am|m)

m Detecting one error E is equivalent to detecting all errors in the error space

..... Eq}, H = C", where E} = E;Va and E E, = ERE,

4). Then we can find simultaneous eigenstates |1)

m Consider a subset Y C {1,..., n}. Form a state as a linear combination of
eigenstates with indices in Y:

[) = g \/ Bm | m)

me

(l'\E\I'\}* = ( Z Vi f’” (m ‘) E < Z \/W m})
m’ meyY
( z \T(m\) <Z /\m\/ Bm | m) ) Z 3™ Xm
ITV meg
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m Detecting one error E is equivalent to detecting all errors in the error space
& =span {/, E}

m Consider £ = span{/, £,
m Let E:= (E1 E4). Then we can find simultaneous eigenstates |1
such that E\m\} = Xm |m

,E4}, H =C", where EX = E,Va and E,E, = E,E,

m Consider a subset Y C {1,..., n}. Form a state as a linear combination of
eigenstates with indices in Y:

g \/ ‘gm m)

me

{'l ‘E‘ =

m'e

= (5 V) £ (5 vmim)

mé

— < Z \ ;rh’ (m\> <Z /\,” v ;m m) > o Z ,{:n/\’m
I77

mé meyY
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m Detecting one error E is equivalent to detecting all errors in the error space
& =span {/, E}

m Consider £ =span{l, Ey, ..., Eq}, H = C", where E} = E;Va and E;Ep, = EpE,
m Let E:= (Ey,..., Ey). Then we can find simultaneous eigenstates |1) ,|n)
such that E|m) = X, |m)

Consider a subset Y C {1

Form a state as a linear combination of
eigenstates with indices in Y:

g v Bm | m)

mé

Y| Ely

<Z\7’m‘> <Z\f’”m>

mé

= < Z \ )’”7' m\) <z /\,,,\/ﬁ m) > = Z 3™ X
/77 (S /

me
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m Detecting one error E is equivalent to detecting all errors in the error space
& =span {/, E}

m Consider £ =span{l, Ey, ..., Eq}, H = C", where E} = E;Va and E;Ep, = EpE,

m Let E:= (Ey,..., Ey). Then we can find simultaneous eigenstates [1) ..., |n)
such that E|m) = X |m).

m Consider a subset Y C {1,...,n}. Form a state as a linear combination of
eigenstates with indices in Y:

) = 3 /B |m)

mey
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m Detecting one error E is equivalent to detecting all errors in the error space
& =span {/, E}

m Consider £ =span{l, Ey, ..., Eq}, H = C", where E} = E;Va and E;Ep, = EpE,
m Let E:= (Ey,..., Ey). Then we can find simultaneous eigenstates [1) ..., |n)
such that E|m) = X |m).

m Consider a subset Y C {1,...,n}. Form a state as a linear combination of
eigenstates with indices in Y:

) = 3 /B |m)

mey

WlEw) = (3 y/5m (m']) E (3 VBT Im))

mey meyY

= (5 Vo ) (S m) = 37,

mey meyY
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m Consider a partition of {1,...n} into r disjoint subsets { Yj}.

m Choose basis elements of C each as a linear combination of eigenstates with
indices in Yj:

v = > /81 Im)

meY)

m Need to choose €1

m Already satisfies the 1st condition for error detection: (¢y|E[t)) =0 k# I

€4 and coefficients 3,7 such that (k| Ea|tbk)
..... d and for all k.
m Equivalently, need to find €

m As previously calculated,

€, for

and B such that (Y| Elgpe)y =€ Yk

<1'k E‘lkr = E ';l:”/\’”'

meYy
where the coefficients 3] satisfy > . 7 = 1.
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m Consider a partition of {1,...n} into r disjoint subsets { Yj}.

m Choose basis elements of C each as a linear combination of eigenstates with
indices in Yj:

[y = > /B Im)

meYy

m Already satisfies the 1st condition for error detection: () E_\z =0 k#I
m Need to choose €1, ..., €4 and coefficients 3,7 such that (1 k| Ealtk) = €4 for

a=1,..., d and for all k.
m Equivalently, need to find &€ R? and ) such that (yx|E[p) = & Vk
m As previously calculated,

(V| ElYk) = Z ';/(”/\m»
meY)
where the coefficients 3;” satisfy zm?\ﬂ By = 1.
«4O>» «Fr «Z»r «E» =
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m Consider a partition of {1,...n} into r disjoint subsets { Yj}.

m Choose basis elements of C each as a linear combination of eigenstates with
indices in Yj:

[y = > /B Im)

meYy

Already satisfies the 1st condition for error detection: (1/;,(|E|zp,) =0 k#I
Need to choose ¢;

..... €4 and coefficients 3
a=1,..., d and for all k.

37" such that (yy] Ea|ty

€, for
Equivalently, need to find € € R? and B such that 'I‘ME/\(-k

As previously calculated,

= ¢ Vk

- my
Ui ElYw) = § ;/\ Ams
meY)

am

where the coefficients 3]

satisfy D>, -y, B7 = 1.
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m Consider a partition of {1,...n} into r disjoint subsets { Yj}.

m Choose basis elements of C each as a linear combination of eigenstates with
indices in Yj:

o) = D> 4/BrIm)
meYy
m Already satisfies the 1st condition for error detection: (1/;,(|E|zp,) =0 k#I

m Need to choose €y, ..., ¢4 and coefficients 3" such that (Y|Es|k) = ea for
a=1,...,dand for all k.
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m Consider a partition of {1,...n} into r disjoint subsets { Yj}.
indices in Yj:

m Choose basis elements of C each as a linear combination of eigenstates with

o) = > /B |m)
m Need to choose €1,

meYy

m Already satisfies the 1st condition for error detection: (1/;,(|E|z/),) =0 k#I
a=1,...,dand for all k.

., €4 and coefficients B} such that (i)|Ea|tk) = ea for
m Equivalently, need to find € € R? and By such that (1/)k|é|1/)k) = Vk
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m Consider a partition of {1,...n} into r disjoint subsets { Yj}.

m Choose basis elements of C each as a linear combination of eigenstates with
indices in Yj:

o) = > /B Im)

meYy

m Already satisfies the 1st condition for error detection: (1/;,(|E|z/),) =0 k#I
m Need to choose €, eq and coefficients B} such that (i)|Es|tk) = €a for
a=1,...,dand for all k.

m Equivalently, need to find &€ R? and B{" such that (1/)k|é|z/)k) =€ Vk
m As previously calculated,

(WlElr) = > B Xm,

meY

where the coefficients 3" satisfy ZmeYk B =1
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w (Uil Elgn) = Pmev, B Xm € conv ({Xi}iev,).

m Therefore, € and 3} satisfying the 2nd condition exist if and only if

= mconv(«{Xm}m\;yA) £0 (%)

m Then € can be chosen to be any point in the interesection of the convex hulls.
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w (Gl Elvk) = X ey, BPAm € conv ({Aitiey, )

m Therefore, € and B} satisfying the 2nd condition exist if and only if

<~ ﬂCO"V({Xm}meYk) #0 (%)

m Then € can be chosen to be any point in the interesection of the convex hulls.
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w (Gl Elvk) = X ey, BPAm € conv ({Aitiey, )
m Therefore, € and B} satisfying the 2nd condition exist if and only if

<~ ﬂCO"V({Xm}meYk) #0 (%)

m Then € can be chosen to be any point in the interesection of the convex hulls.
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o (YlEli) = ey, BT Am € conv ({Xi}iey,)-

MEy

m Therefore, € and B} satisfying the 2nd condition exist if and only if

— ﬂCOnV({Xm}mGYk) #0 (%)

m Then € can be chosen to be any point in the interesection of the convex hulls.
/\l
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o (YlEli) = ey, BT Am € conv ({Xi}iey,)-

A(Ed)

m Therefore, € and B} satisfying the 2nd condition exist if and only if

— ﬂCOnV({Xm}mGYk) #0 (%)

m Then € can be chosen to be any point in the interesection of the convex hulls
A1

X(E1)
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o (YlEli) = ey, BT Am € conv ({Xi}iey,)-

m Therefore, € and B} satisfying the 2nd condition exist if and only if

A(Ej)

m Then € can be chosen to be any point in the interesection of the convex hulls.
A1

— ﬂCOnV({Xm}mEYk) #0 (%)

m By Tverberg's theorem, there exists a partition of {1,...,n} into r= [#1
disjoint subsets Y} such that (x) holds

X(E1)
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disjoint subsets Y} such that (x) holds
ndimC > [75]

o (YlEli) = ey, BT Am € conv ({Xi}iey,)-

m Therefore, € and B} satisfying the 2nd condition exist if and only if

A(Ej)

m Then € can be chosen to be any point in the interesection of the convex hulls
A1

— ﬂCOnV({Xm}mEYk) #0 (%)

X(E1)

m By Tverberg's theorem, there exists a partition of {1,...,n} into r= [#1
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convex hull spanned by each subset has a common intersection.
geometrized.

m maximize dimC = maximize the size of partition of points such that the

m The continuous problem of quantum error detection is discretized and
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m maximize dimC = maximize the size of partition of points such that the
convex hull spanned by each subset has a common intersection.

m The continuous problem of quantum error detection is discretized and
geometrized.
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Thank you
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